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Main results. SiMT shows the effectiveness for three parts:
(1) few-shot regression, (2) few-shot classification, and
(3) meta-reinforcement learning. See the paper for other results

TL;DR. We propose a meta-learning algorithm to generate a target model from which we distill
the knowledge to the meta-model, forming a virtuous cycle of improvements

We propose Self-improving Momentum Target (SiMT)

• Momentum target: Generating the target model from the 
momentum network to teach the original model

• Self-improving process: Improving the meta-model 
recursively improves the momentum network

• (+) Asymmetricity: preventing the momentum target and 
the solver from becoming too similar, stabilizes the training

Flexibility of SiMT. SiMT can be used over various backbone 
meta-learning methods, including gradient- and model-based.

Meta-learning
• Extracting and utilizing the knowledge from the 

distribution of tasks to better solve a relevant task

To learn a meta-model, one (1) adapt an appropriate solver 
for each task with the given support set and (2) evaluate with
(a) a given query set
(b) a target model → recently shown effectiveness

Q. How can we train target models for every task…?
• This suffers from computation and storage burden!

Comparison with other target models [1,2]

A. Lets generate target models from a better meta-learner!
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[1] Bootstrapped Meta-Learning, Flennerhag et al., ICLR 2022
[2] Towards enabling meta-learning from target models, Lu et al., NeurIPS 2021
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We find that the temporal ensemble of the meta-model is a 
better meta-learner, i.e., a better adaptation performance

θmoment ← η · θmoment + (1− η) · θ
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(1− λ) · L(φdrop,Q) + λ · Lteach(φdrop,φtarget,Q)
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