
Modality-Agnostic Variational Compression of Implicit Neural Representations

Data- as Model-Compression VC-INR: Variational Compression of INRs Experimental Results

Jonathan Richard Schwarz*12, Jihoon Tack*3, Yee Whye Teh1, Jaeho Lee4, Jinwoo Shin3
*Equal Contribution, 1DeepMind, 2University College London, 3KAIST, 4POSTECH

Effectiveness of the advanced conditioning

TL;DR. Applying neural compression to datasets of Implicit Neural Representations
results in modality-agnostic compression methods.

Step 1: Conditioning INRs via subnetwork selection
• Key idea: low-rank soft-gating for sparse network selection

• Low-rank matrixes are mapped from a low-dim. latent 𝜙

How to learn such latents? We use meta-learning

INR (Implicit Neural Representation) represents each data as a neural 
network approximating a coordinate-to-signal mapping function

Data compression results: VC-INR outperforms 
• a) prior INR-based compression schemes
• b) modality specific-codecs, e.g., JPEG 2000, HEVC/AVC, MP3
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Paradigm shift: Modality-agnosticism
• → Store INRs rather than signals

a) Conventional neural compression
b) Conventional modality-agnostic compression with INRs
c) VC-INR (ours): Combine both strengths
• suggest improved conditioning for INRs
• suggest improved compression for INRs
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Step 2: Compressing INRs via variational compression
• Key idea: we apply neural compression on the learned latent 𝜙
• → Project into a bitstream to apply lossless entropy encoding

= − log2[pẑ(Q(ga(φ;πa)))] + λLMSE(gs(ẑ;πs),φ)
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Functa [1]: Shift modulation 
MSCN [2]: Sparse shift modulation
VC-INR: Low-rank soft-gating modulation
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where φ = φ0 − α∇φ0
LMSE(θ,φ0,x)

Globally shared parameter Signal specific parameter (i.e., modulation)
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